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Abstract

Mental disorders are conditions that affect a person’s cognitive functions, behavior or thinking, thereby impairing daily functions. The dearth of trained psychologists to the high number of patients living with a mental disorder pose significant challenges in the field of mental health. This study investigates the application of deep learning techniques to speech recognition for the purpose of detecting mental disorders. The main objective of this study is to effectively identify speech patterns associated with various mental disorders and thereafter develop a robust and accurate deep learning model system that can detect risk of a mental disorder in an individual based on their voice. The research methodology involved the collection of a dataset consisting of speech recordings from individuals diagnosed with depression and post-traumatic stress disorder (PTSD). The dataset acquired was carefully curated to include symptom severity levels, and linguistic variations. The results of this study demonstrate the effectiveness of deep learning approaches in speech recognition for mental disorder detection. The trained models achieved 95\% and 94\% accuracy rates in identifying and differentiating speech patterns associated with depression and PTSD respectively.

The findings of this study have significant implications for the field of mental health. The developed deep learning system offers a promising avenue for the early detection and monitoring of mental disorders. Further research is warranted to validate and refine the developed models using larger and more diverse dataset. Additionally, the integration of multimodal data, such as combining speech analysis with psychological or text-based data, could enhance the diagnostic accuracy and reliability of the system.
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1.0 Introduction

According to the World Health Organization (WHO), mental disorders are categorized by a combination of maladaptive thoughts, emotions, behaviours, and interrelationships [1]. Common mental disorders include depression, post-traumatic stress disorder (PTSD), bipolar disorder, schizophrenia, eating disorders, and speech disorders such as attention-deficit hyperactivity disorder (ADHD) and autism [1]. Mental disorders are a significant public health issue that can have profound impacts on an individual's quality of life, relationships, and ability to work or participate in other activities.
Recent studies indicate that 12.5% of the total global population are living with a mental disorder, with anxiety and depressive disorders the most common [2]. This number has spiked, especially with the advent of COVID-19, due to a widespread increase in anxiety and major depressive disorders (MDD). In 2020, estimates reveal an almost 30% increase for anxiety and MDDs [2]. Although mental health conditions throughout lifetime are gaining recognition in present times, they remain a public health challenge globally. Mental disorders reduce life expectancy in affected individuals by 10 – 15 years [3]. Timely interventions at the onset of disease increase the chances of better outcomes. Early prevention in susceptible individuals can significantly improve clinical outcomes [4], [5]. For instance, 1 in every 4 adolescents with attenuated symptoms for psychosis accumulate several risk factors and develop the disorder over several years [6]. Treatment for these individuals is often implemented in specialized clinical services and can mitigate or suspend the development of psychosis, however, there is a need for more quality research concerning the efficacy of specific preventive interventions [7]. Routine early surveillance of mental conditions is vital to improving mental health and general well-being throughout a lifetime.

Mental disorders, overall, have a greater impact economically than cancer, diabetes, and cardiovascular diseases, but receive limited focus and funding [8]. Recent approaches to monitoring and evaluation of mental conditions depend on intermittent reports from caregivers or patients. These reports are subjective and involve sufferers’ call biases, cognitive limitations. Therefore, there is a pressing need to adequately evaluate, and present evidence-based interventions for mental disorders, especially in individuals with limited access to conventional psychiatric services [9]. While there are several machine learning techniques that can be used to detect mental disorders, deep learning can prove to achieve this better due to its ability to automatically learn complex representations of data without the need for manual feature engineering.

Deep learning is a subset of machine learning that utilizes artificial neural networks with multiple layers to extract complex features from data. This approach has shown significant improvements in various domains, including speech recognition. In speech recognition, deep learning techniques such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs) have been used to achieve state-of-the-art results in a variety of tasks, including image classification, natural language processing, and speech recognition.

Speech recognition is a subset of deep learning and is the process of detecting and converting spoken language into text or computer-readable format for further analysis. This analysis can be done using various techniques, including acoustic analysis and linguistic analysis. Acoustic analysis is a technique used to examine the physical characteristics of speech sounds, including pitch, volume, duration, and frequency. It involves measuring and analysing the sound waves produced by speech using specialized software. Research has shown that individuals with depression tend to speak in a monotone voice with lower pitch and reduced variation in pitch and volume compared to individuals without depression. In contrast, individuals with bipolar disorder may have a more erratic pitch and volume pattern in their speech [10].

Furthermore, speech analysis is vital to providing more insight into the mental activities of humans, which can be learned by Artificial Intelligence (AI) for timely screening and diagnosis [1]. Studies show a dearth of data regarding mental disorder prevalence in developing countries, compared with developed countries, due to insufficient funding, backing, and facilities [11].
2.0 Literature Review

The application of machine learning technology in data analysis elicited from sensors for mental disorder evaluation has the capacity to screen for individuals susceptible to mental disorders prior to accessing the mental health care system [9]. Furthermore, the potential of machine learning technology is recognized in its capacity to complement clinicians’ assessment once patients seek care; and detect symptoms when patients depart the facility. This sub-section details these functions in the following paragraphs.

Firstly, machine learning can address the barriers limiting patients’ accessibility to mental health diagnoses and treatments. A correlational analysis of surveys in low-resource setting [12] reports that the major hindrances to treatment for mental disorders include funding, social discrimination, low awareness levels, time limitation, and a lack of resources. There are also the constraints of physical disabilities [13] and individuals in war-torn regions [14]. People with no access to the mental healthcare system can still evaluate their mental well-being with vast technologies [15]. Through cross-sectional data, these resources can access treatment choices by understanding the success rate of various treatments given specific symptomatology [16]. In addition, such technologies can aid screening in educational institutions, military, and primary care settings.

Secondly, machine learning can enhance evaluation within the health facility given certain barriers facing clinicians. Following patients’ access to the mental healthcare system, there is the potential difficulty in detecting disorders that may be sporadic and have high comorbidity rates. This causes difficulty in separating overlapping symptoms into underlying discrete diagnoses. There is a complication in developing a model to identify specific disorders when individuals exhibit comorbidities or have sporadic symptoms. This is evident in PTSD, where half the cases are accompanied with depression or drug abuse problems [17]. Additionally, suicidality is vital in predictive models and is evident in several disorders. The National Institute of Mental Health (NIMH) established the Research Domain Criteria with the aim to analysing diagnoses with biomarkers to forecast and enhance treatment response [18]. Thus, algorithms based on behavioural descriptors can predict various disorders to assist in differential diagnosis, identify susceptibility for long-term mental disorders, symptomatic episodes, or suicidality; and progressively forecast the most effective treatment given multimodal data [19]. Hence, integrating clinical interviews with machine learning technologies based on the tapes of these interviews can enhance results, save time, promote cost-effectiveness, and increase the efficacy of treatment planning.

Lastly, machine learning models can enhance mental health care by promoting routine real-time monitoring of symptoms. For instance, in cases of non-return of individuals after meeting a clinician, there is the option of remotely observing and examining mental health and subsequent help-seeking behaviour. Additionally, in cases of long-term patients paying regular visits, symptoms may be sporadic in between visits. Sensors can identify emergency episodes or warning signs and adopt online resources or automated therapy to improve outcomes [20]. Individuals and mental health professionals, through real-time monitoring, can observe behaviour, conduct early identification of episodes, schedule assessments, and customize treatment.

The potential discussed in this section has yet to be achieved. Several studies in the area adopt small sample sizes, which underpowers research outcomes. Models based on limited observations of a particular data type (e.g., taped in a quiet corner, white interviewees) may not infer to seemingly similar data. Additionally, algorithms are predisposed to learning biases inherent in the data used in
training them (e.g., wrongly attributing lower disorder prevalence to the ethnic group due to fewer African Americans reporting the disorder in the training set) [21], [22].

Crucially, several high-performing algorithms are complicated, considering it is not yet certain how these models combine features to inform the severity of a disorder. This ambiguity leads to a lack of trust since they have demonstrated proneness to adversarial attacks [23]. It is for this reason that the EU regulation requires a right to obtain an account for crucial decisions from automated algorithms, such as clinical evaluations.

2.1. Speech as a biomarker for mental health

Speech comes to many humans without any prior consideration of how complex it is. Speaking goes beyond mere forming words with the tongue; it is the expression of human communication through articulated thought, resolve, and feeling in a concerted performance. Speech requires a network of muscles and co-ordination of brain regions processing auditory and visual input [24]. Hence, verbal interactions are a pathway to the mind, and present several opportunities for an array of technologies to capture and process speech to detect mental disorders.

There is evidence of the detective function of speech patterns in mental health evaluation. Over a century ago, the famous German psychiatrist, Emil Kraepelin theorized that the speech patterns of depressed patients were by nature, low-pitched, repetitive, quieter, tentative, and with a relatively higher degree of stammering [25]. Compared with other behavioural indicators, speech has a range of benefits including ease of detecting symptoms, direct representation of feelings and thinking via its language content, and an indirect reflection of neural modulation via motor and acoustic variation. Additionally, speech patterns cut across all languages, making it beneficial for low-resource languages when NLP technology is unavailable. It is less cumbersome and cost-effective to elicit speech patterns through smartphones and computers instead of more expensive wearables or invasive neuroimaging techniques, especially as many clinical interviews are already taped. Finally, it is a data form made more accessible given the enhancement in speech detection, as applied in voice-activated interfaces such as Alexa (on Amazon), Siri (Apple), and Cortana (Microsoft), and voice biometrics for security and education [26].

2.2. Related works

Several studies have linked speech recognition and mental disorders [27]–[29]. Related literature in this field have classified these associations into psychiatric disorders, behavioural challenges, and substance-use disorders. Studies such as [30], [31] reported a positive link between speech difficulty and mental disorders. In literature reviewing individual disorders (anxiety, depression, and bipolar disorder), two studies with comparative quality ratings reported dissimilar outcomes. The first study suggested a heightened risk of mood disorders in respondents with speech difficulties [32] while the other study found no association between respondents and their controls because minor to moderate language disorders in early adulthood might not lead to substantial long-term mental health impacts [33]. Conversely, in studies investigating the subset of personality disorders (chronic, extreme, and sporadic thinking and behavioural patterns), studies reported more personality disorders in respondents with speech learning difficulty than the control group [31], [34]. In a systematic review, seven of the eleven reviewed studies documented a significant association between childhood speech learning difficulties and anxiety [31].
Furthermore, two of these studies suggested higher anxiety levels in their cohort at age 19 [31], [35], while another study indicated no difference at age 31 [33]. The variance could not be explained by change in language abilities over time. This could be due to the demanding environment experienced by respondents at adolescence resulting from their developmental stage, potential academic difficulties, and speech learning difficulties [33]. Studies revealed conflicting evidence in the investigation of the association of speech difficulties and mental disorders. Several studies report an association between depression and speech difficulty [36], [37]. Amongst the five studies with analogous quality ratings, three suggested higher depression in respondents with speech difficulties, whereas the other two studies reported no difference. Likewise, Lindsay [38] opines that the individuals with a history of speech learning difficulties had lower self-esteem than their controls at 16 years old but found no difference at age 17.

In studies investigating behavioural difficulties, authors observed a significant association between early onset speech difficulty and behavioural difficulties. The authors in [39] documented hyperactive behaviour and reactive temperaments amongst participants with a history of speech learning difficulties.

Some research works demonstrated general behavioural challenges; studies that investigated pro-social behaviour (empathic behaviour with the aim to helping others no expectation of reward) demonstrated challenges with this behaviour in adulthood for those with childhood speech learning difficulties [36], [40]–[42]. Three studies examined delinquent behaviour; one study [33] revealed significant relationship with speech learning difficulties whilst the other studies indicated no evidence of association [65].

Emotional problems in respondents with speech learning difficulties are documented by [36]. Similarly, another study indicated a decrease in emotional problems over time; however, their prevalence in participants with childhood speech learning difficulties remained higher than in the general population [43]. Conversely, studies revealed no linkage between early onset speech learning difficulty and maladaptive behaviour [30], [43].

Substance use disorders were examined by five studies; one study reported that adults with difficulty in speech learning were predisposed to alcohol misuse or abuse [32]. However, the other papers reported no variation in rates of substance-use disorders between individuals with a history of speech learning difficulties and their controls [31], [43].

According to [44], speech rate is considered a predictor of depression and it is documented that patients with major depressive disorder spoke slower than patients without. One study, using audio of 7 individuals, found that speech rate revealed a strong negative association with Hamilton Depression Scale Score (HAMD) [45]. In [46], it was found that speech rate quickened after admission of antidepressant for patients with major depressive disorder. Pause time during speaking in individuals has also been reported to be associated with depression. Older research works demonstrate that pause time was longer for depressed patients than for non-depressed patients, and that pause time associated with HAMD scores [47]. Response time was analysed in only a few previous studies [48]. These studies engaged standard reading tasks or close-ended interviews to obtain data and revealed that response time was longer for depressed patients than for controls, and that response time shortened as HAMD scores reduced. Earlier studies have failed to extract the voices of research respondents and determine the speed and / or timing of speech. For instance, [47] interviewed respondents via the phone to obtain speech samples, while others had participants read close-ended statements to obtain only the participant’s voice [44]. However, some other gaps exist in speech – mental disorder research. Firstly, there is the potential of speech features being influenced by the personality or speech habits of each respondent. However, there is also implication that speech features suggest depression severity.
Furthermore, in [44], healthy individuals were markedly older than patients with major depressive disorder. Finally, some drug side-effects such as insomnia are associated with speech rate features. This suggests the crucial need for a detailed side-effect profile to investigate these complex associations.

The detection of mental disorders using self-assessment questionnaires has proven to be the best way of diagnosing patients, these include Patient Health Questionnaire 8 (PHQ-8) for depression, and PTSD Checklist (PCL) for PTSD. [49] in the study of the validity of checklist as a measure of PTSD, compared the PCL to other measures of PTSD symptoms and found that the PCL was the most sensitive to changes in symptoms over time. They concluded that the PCL is a reliable and valid measure of PTSD symptoms, supporting its use in clinical and research settings. Another study also reported good internal consistency, test-retest reliability, and convergent validity for the PCL, supporting its use as a reliable and valid measure of PTSD symptoms [50]. PCL is depicted in the figure 2.2 below. Several studies have clearly backed PHQ as a valid and reliable measure for depression [51], [52]. PHQ, depicted in figure 2.1 below, is a self-report questionnaire that assesses the presence and severity of depressive symptoms based on the DSM-IV or DSM-5 diagnostic criteria. The most recent and suitable versions of the PHQ are the PHQ 8 and 9. PHQ-9 includes nine items, while the PHQ-8 includes eight of the nine items from the PHQ-9, excluding the item on suicidal ideation. While the PHQ-8 may be quicker to administer, the PHQ-9 may be more comprehensive and better validated and may be more appropriate in some settings where detecting suicide risk is a priority.

**Table 2.1 PHQ-8 Questionnaire**

<table>
<thead>
<tr>
<th>Over the last 2 weeks, how often have you been bothered by any of the following problems?</th>
<th>Not at all</th>
<th>Several days</th>
<th>More than half the days</th>
<th>Nearly every day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Little interest or pleasure in doing things</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Feeling down, depressed, irritable</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Trouble falling or staying asleep, or sleeping too much</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Feeling tired or having little energy</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Poor appetite or overeating</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Feeling bad about yourself – or that you are a failure or have let yourself or your family down</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Trouble concentrating on things, such as schoolwork, reading or watching television</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Moving or speaking so slowly that other people could have noticed? Or the opposite – being so fidgety or restless that you have been moving around a lot more than usual</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
Each question on the PHQ-8 is scored on a scale from 0 to 3, with 0 indicating "not at all" and 3 indicating "nearly every day". The total score on the PHQ-8 ranges from 0 to 24, with higher scores indicating more severe depression symptoms.

The scores on can be interpreted thus:

- 0-4: Minimal or no depression
- 5-9: Mild depression
- 10-14: Moderate depression
- 15-24: Severe depression

A cut-off score of 10 or higher can be used to indicate a probable diagnosis of major depressive disorder [52].

<table>
<thead>
<tr>
<th>Table 2.2 PTSD Checklist</th>
<th>Not at all</th>
<th>A little bit</th>
<th>Moderately a bit</th>
<th>Quite a bit</th>
<th>Extremely</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repeated, disturbing memories, thoughts, or images of a stressful experience from the past?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Repeated, disturbing dreams of a stressful experience from the past?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Suddenly acting or feeling as if a stressful experience were happening again (as if you were reliving it)?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Feeling very upset when something reminded you of a stressful experience from the past?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Having physical reactions (e.g., heart pounding, trouble breathing, or sweating) when something reminded you of a stressful experience from the past?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Avoid thinking about or talking about a stressful experience from the past or avoid having feelings related to it?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Avoid activities or situations because they remind you of a stressful experience from the past?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Trouble remembering important parts of a stressful experience from the past?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Loss of interest in things that you used to enjoy?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Feeling distant or cut off from other people?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Feeling emotionally numb or being unable to have loving feelings for those close to you?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Feeling as if your future will somehow be cut short?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Trouble falling or staying asleep?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Feeling irritable or having angry outbursts?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Having difficulty concentrating?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Being “super alert” or watchful on guard?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Feeling jumpy or easily startled?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Having difficulty concentrating?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Trouble falling or staying asleep</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Each question on the PCL is scored on a scale of 0 to 4, with 0 indicating “not at all” and 4 indicating “extreme”. The total score ranges from 20 to 80, with higher scores indicating more severe PTSD symptoms. A cut-off score of 38 or higher is often used to indicate a probable diagnosis of PTSD [53].

The accuracy of speech-based mental illness detection models has been shown to be promising in some studies, with some models achieving accuracy rates comparable to psychiatric evaluations.

The choice of speech features used in the models is critical for their accuracy, and a combination of multiple features such as speech rate, tone, and vocabulary usage has been shown to be more effective than using a single feature.

However, speech-based mental illness detection models also have several limitations, including the need for large and diverse training datasets, potential for biased results, and limited generalizability to different populations.

These findings suggest that while speech analysis has potential as a tool for mental illness detection, there is still a need for further research to address the limitations and improve the accuracy of speech-based detection models.

### 3.0 Materials and Methods

The development of the deep learning models involved several stages, including data collection, data pre-processing, feature extraction, model selection, and evaluation. Two models were developed, albeit using the same approach, for both PTSD and depression disorders.
3.1. Methods

The approach for this study used Convolutional Neural Network (CNN) architecture with a 1-dimensional convolutional layer (Conv1D) and Transformer Encoder architecture. This model uses a Conv1D because audio waveforms are one dimensional, as opposed to other patterns like images, which can have 2 or more dimensions. The model was built using Python programming language because of its extensive applicability in scientific computing and extensive libraries like TensorFlow, scikit-learn which were used.

CNN is a type of artificial neural network commonly used for image and audio classification tasks. The key concept behind CNN is to detect features (such as edges, lines, and shapes) in images or audio data by convolving small filters across the input data. In the case of this study where audio data is used, the filters were applied to the spectrogram and Mel-frequency cepstral coefficients (MFCCs) to detect patterns that are important for classification, such as changes in frequency over time. It is useful for audio classification because it can automatically extract relevant features from the audio signal without the need for manual feature engineering. This can lead to better performance and faster development time compared to traditional deep learning approaches that require manual feature extraction. Additionally, CNNs can learn hierarchies of features by combining multiple layers of convolutions, leading to even more accurate and complex classification models.

A transformer encoder is a Sequence-to-Sequence learning model brought forward by Vaswani in 2017 [54] and is responsible for summarizing audio representation. It uses a self-attention mechanism to process sequential input data such as audio and has been used to model speech spectrograms. The resulting representation is passed through a regression module, which outputs a score indicating presence of depression or PTSD. The transformer decoder is responsible for generating the output sequence. It takes the encoded representation of the input sequence from the encoder and produces the output tokens step by step. The decoder consists of several layers of self-attention and feed-forward neural networks, like the encoder. However, by using self-attention and encoder-decoder attention mechanisms along with positional encoding, the decoder can generate output sequences while considering the context of the input sequence encoded by the encoder. This makes the transformer architecture well-suited for audio classification.

3.2 Dataset

To achieve an acceptable model performance, the dataset that was be fed into the model as an input went through several pre-processing steps from collection. Figure 3.1 below shows the data flow diagram of the proposed models and detailed discussion of each step is found further below.

![Figure 3.1. Data flow diagram of the proposed model](image)

The model was conducted using Distress Analysis Interview Corpus - Wizard of Oz (DAIC-WOZ) dataset compiled by University of Southern Carolina’s Institute of Creative Technologies [55].
contains clinical interviews that were designed to support the diagnosis of several mental disorders including depression and PTSD. The dataset was available for download upon request to the institute and upon agreeing to End User License Agreement and was approximately 65gb in size.

The dataset consists of interviews between a human interviewer and a participant who was instructed to discuss a recent distressing experience. The interviews were conducted using a standardized protocol, and the participants were asked to rate their level of distress at various points throughout the interview. The dataset includes audio recordings of the interviews, as well as the participants' self-reported distress ratings. It has been used to develop and evaluate deep learning models for detecting and predicting mental health outcomes [56]. The authenticity of this dataset was established through thorough documentation and annotation as well as the corpus underwent peer reviews by other experts [57].

A total of approximately 51 hours of data was gathered from 219 clinical interviews involving 191 patients, which included recorded clinical interviews and transcripts, and facial features. Each participant labelled 300 to 718 was assigned a PHQ-8 score PCL score as labels. Those with a PHQ-8 score of 10 or higher were considered to have depression, while a PCL score of 38 or higher were considered to have PTSD. On average, the duration of audio recordings for the 189 interviews was 974 seconds.

3.3 Data Pre-processing

The dataset contained an extracted question and answer pairs and its timestamps from the audio recording, as it is shown in figure 3.2. Using the answer only responses from the extracted timestamps, the answer audio was segmented from the original interview audio and stored separately.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Start_Time</td>
<td>End_Time</td>
</tr>
<tr>
<td>2</td>
<td>14.3</td>
<td>15.1</td>
</tr>
<tr>
<td>3</td>
<td>20.3</td>
<td>21.1</td>
</tr>
<tr>
<td>4</td>
<td>23.9</td>
<td>24.3</td>
</tr>
<tr>
<td>5</td>
<td>62.1</td>
<td>62.7</td>
</tr>
<tr>
<td>6</td>
<td>68.8</td>
<td>69.8</td>
</tr>
<tr>
<td>7</td>
<td>74.8</td>
<td>77.1</td>
</tr>
<tr>
<td>8</td>
<td>83.4</td>
<td>84.3</td>
</tr>
<tr>
<td>9</td>
<td>88.1</td>
<td>92.9</td>
</tr>
<tr>
<td>10</td>
<td>104.2</td>
<td>105.3</td>
</tr>
<tr>
<td>11</td>
<td>107.5</td>
<td>108.4</td>
</tr>
<tr>
<td>12</td>
<td>113.8</td>
<td>115.1</td>
</tr>
<tr>
<td>13</td>
<td>120.2</td>
<td>120.9</td>
</tr>
<tr>
<td>14</td>
<td>128.2</td>
<td>131.8</td>
</tr>
<tr>
<td>15</td>
<td>136.6</td>
<td>143.8</td>
</tr>
<tr>
<td>16</td>
<td>149</td>
<td>151.1</td>
</tr>
<tr>
<td>17</td>
<td>159.3</td>
<td>161.4</td>
</tr>
<tr>
<td>18</td>
<td>165.5</td>
<td>168.5</td>
</tr>
</tbody>
</table>

Figure 3.2 Timestamps of audio extracted

3.3.1 Noise cleaning

This process involved removing any noise or artifacts that may have been picked up during the recording. This was achieved using a python library called Librosa.

3.3.2 Segmentation

The audio files were divided into smaller segments of 10 second per segment as compared to the original audio files which are approximately 16 minutes per interview. This was done to ensure
computational resources required to perform tasks on the data are reduced. This segmentation was done using python libraries Librosa and Soundfile.

### 3.3.3 Normalization & Resampling

Normalization is done to ensure that the input data is consistent and comparable across different audio files. Audio signals can have varying amplitudes, which can lead to difficulties in training learning models. Normalizing the audio data can help to standardize the amplitude levels, making it easier for the algorithm to better extract meaningful features and patterns from the data. The audio data was resampled to a standard rate of 20KHz. These were done using python libraries Librosa and Soundfile.

### 3.3.4 Feature Selection and Extraction

This study is focused on extracting prosodic acoustic features. Prosodic features refer to various acoustic characteristics of speech such as pitch, tone, rhythm, stress, voice quality, which a listener can generally perceive. CNNs typically require a visual image as input. To represent speech stimuli, Mel spectrograms are utilized in this study as it is evident that CNN models using Mel spectrograms outperform the models using MFCC [91]. A spectrogram provides a visual representation of sound by showing the amplitude of frequency components of a signal over time. What distinguishes lower-level feature representations like MFCCs from spectrograms is that spectrograms maintain a high level of detail. While a spectrogram displays the distribution over time and frequency, a Mel spectrogram considers the fact that human hearing is less sensitive to changes in the high-frequency range than the low-frequency range. This is done by scaling the frequency axis using a Mel scale, which is a nonlinear transformation of the frequency scale, which makes it a more accurate representation of the way humans perceive sound. Overall, Mel Spectrogram, MFCC and Chroma features are extracted in this study. An example of a spectrogram from a 10 second segment and an audio file utilized in this study can be seen in figure 3.3 below. The x-axis represents time, and the y-axis represents frequency. The intensity or colour of each point in the spectrogram indicates the strength or amplitude of the frequency component at a specific time. Darker areas usually represent lower amplitudes, while brighter areas represent higher amplitudes.
3.3.5 Data Splitting

The dataset was split into 2 sets; training, testing and development/validation set with a ratio of 70:30 respectively.

3.4 Training

The labelling criteria adhered to a class of depressed (1) or not depressed (0) and +ptsd (1) or -ptsd (0). The model was trained for 50 epochs using this data set.

3.5 Model

The model was based off the CNN algorithm, which included a transformer encoder, three hidden layers and one output layer. It was implemented using the Keras Sequential model as seen in figure 3.4 below.
A Transformer Encoder layer with 2 layers, 2 attention heads, and a 128-dimensional model size was used to encode the input sequence. The output of the Transformer Encoder layer is then flattened and passed through three dense layers with the rectified linear unit (ReLU) activations and dropout layers. ReLU is a non-linear function that is commonly used in artificial neural networks and has several advantages over other activation functions, such as the sigmoid and tanh functions. It is faster to train, it is more robust to overfitting, and it can learn more complex patterns in the data.

The first hidden layer has 100 neurons, and it uses the ReLU activation function. ReLU is a common activation function in deep learning because it is computationally efficient and can help to avoid the vanishing gradient problem. This layer also includes a dropout layer with a dropout rate of 0.5. Dropout is a regularization technique that randomly drops out (sets to zero) a fraction of the neurons during training. This can help to prevent overfitting and improve the generalization performance of the model.

The second hidden layer has 200 neurons, and it also uses the ReLU activation function. It also includes a dropout layer with a dropout rate of 0.5.

The third hidden layer has 100 neurons and uses the ReLU activation function. It also includes a dropout layer with a dropout rate of 0.5.

The output layer uses the ReLU activation function.

**4.0 Results**

From the first to 50th epoch, there was an improvement of validation loss from 0.65317 in the first epoch to 0.63103 in the 50th epoch which is desirable since the goal of the training process is to minimize the loss function or report its decrease over time.
For the testing phase, a separate set of 560 spectrograms from 14 participants (40 spectrograms per participant, total of 160 seconds of audio) was used to evaluate the model's performance. Initially, the model made predictions on each 10-second Mel spectrogram to determine if depression or PTSD can be detected from short audio segments. Subsequently, the majority vote of the 40 spectrogram predictions per participant was utilized to classify the participant as either depressed or not depressed.

The tables below show how both depression and PTSD models performed based on Accuracy, Kappa Statistic and AUC metrics for both training and testing sets.

**Table 4.1 Performance of both models based on training data**

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Kappa Statistic</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>0.955</td>
<td>0.91</td>
<td>0.95</td>
</tr>
<tr>
<td>PTSD</td>
<td>0.94</td>
<td>0.87</td>
<td>0.94</td>
</tr>
</tbody>
</table>

**Table 4.2 Performance of both models based on testing data**

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Kappa Statistic</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>0.912</td>
<td>0.85</td>
<td>0.93</td>
</tr>
<tr>
<td>PTSD</td>
<td>0.896</td>
<td>0.79</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Figures 4.1 and 4.2 below shows the Area Under the ROC Curve (AUC-ROC) curves of both models. The AUC-ROC score measures the performance of a model by examining the trade-off between true positive rate (sensitivity) and false positive rate (1 - specificity).
Looking carefully at the results, an accuracy of 0.955 suggests that the model was able to correctly classify 95.5% of the cases. This is a high accuracy rate and indicates that the model is performing well in distinguishing between depression and non-depression cases.

Cohen's kappa measures the level of agreement between the model's predictions and the true labels, considering the possibility of random agreement. A value of 0.91 indicates a high level of agreement between the model's predictions and the true labels, which means that the model is making predictions that are consistent with the actual outcomes, however on the test set, a Kappa score of 0.79 is noted for PTSD model, this is not a perfect agreement, and it indicates a substantial agreement of the correctness of the prediction. Overall, these performance results are a good indication of both models’ reliability and robustness.

Carefully examining these results, an AUC of 0.95 on the training set and 0.93 suggests that the model has a high true positive rate (sensitivity) and a low false positive rate (1 - specificity), which means that the model is effective in detecting depression cases while minimizing the number of false positives. This is important in a clinical setting where false positives can lead to unnecessary interventions and treatments. It also performed better than the adopted model, which reported an AUC score of 0.9457 on the train set and 0.9290 on the test set.

5.0 Conclusion

The analysis of speech signals for the detection of mental illness has shown promising results. The use of deep learning techniques and deep learning algorithms, such as convolutional neural networks and transformers, have enabled accurate classification of depression and PTSD based on speech patterns. Importantly, this research contributes to the field of mental health by offering a non-invasive and objective approach to detect mental disorders, highlighting features important for optimal performance. Mel Spectrograms have been found to be effective in representing speech stimuli, and while there is still a long way to go before this technique can be used in practical settings, the potential
benefits for early detection and intervention of mental disorders make this a promising area for future research.

6.0 Recommendation for future work

There are several exciting avenues for future research emerge. Firstly, it is imperative to focus on the ethical implications surrounding the use of AI in mental health diagnosis, ensuring patient privacy, consent, and data security. Secondly, expanding the scope of this technology beyond mental health, such as applying similar speech recognition models in the field of education for identifying learning disabilities or language disorders, could significantly benefit diverse populations. Moreover, exploring real-time applications in human-computer interaction, such as voice-controlled virtual assistants tailored for individuals with cognitive impairments, holds immense potential.
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