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Abstract

Sales forecasting is an essential task for effective business planning and implementation, and also
inventory management. Traditional forecasting methods usually fail to identify complex sales patterns,
resulting in inaccurate predictions. Therefore, this study examines the accuracy of sales prediction
using machine learning models. By leveraging historical sales data, this study estimates multiple
machine learning algorithms, such as random forest, neural networks, linear regression, XGBoost, and
decision trees. The findings reveal that, while Linear Regression recorded high error rates, MAE
(136.07%), RMSE (303.85%), MAPE (302.66, %), Random Forest achieved the lowest errors, MAE
(110.10%), RMSE (234.74%), and MAPE (38.61%), showing its outstanding forecasting performance.
With a better predictive accuracy, Random Forest gives businesses better insights for decision-making
concerning inventory management, efficiency of operations, and meeting market demands. The study
emphasizes the increase of data-driven strategies and business analytics in sustaining competitive
advantage.

Keywords: Decision trees, Machine Learning, Predictive Analytics, Regression models, Sales

Forecasting

1  Introduction

Sales forecasting is crucial for proper inventory management, financial planning and the allocation of
resource. Traditional approaches, such as Autoregressive Integrated Moving Average (ARIMA) and
exponential smoothing, were employed before now, but they were not efficient enough in managing
the intricacies of the present sales data. These conventional methodologies did not adequately identify
the complex, nonlinear interactions that drive sales, such as market trends, promotional activity, and

seasonal variations [1]. In business management, strategic decision-making and other business
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processes are directly impacted by sales forecasting. Basically, product availability, consumer demand,
streamlining production schedules, optimizing stock levels, reduced costs, increased customer
satisfaction, lowering superfluous inventory, and maximizing resource allocation were regulated by

correct sales projections [2].

These conventional sales forecasting methods cannot be used in today's dynamic marketplaces due to
the complication of modern transactional record that is dependent on market trends, seasonality, and
promotions. Basically, market intricacy, inflexibility, and few features are some of the limitations they
have [3]; and they cause overstocking, stock out, and poor resource allocation, causing harm to profit

levels and competitiveness [4].

The application of machine learning (ML) algorithms to process of huge data made possible to detect
hidden patterns in the dataset in real time [5]. Also, they efficiently uncover complex data relationships
with high precision. Due to their nature to adaptively learn with changing economic instability; ML
can accurately outperform traditional sales forecasting methods as they can process large datasets and
detect intricate, nonlinear patterns. Basically, these algorithms can greatly improve forecasting
ability [6], and they are particularly good at finding complex links in the data, and they produce

projections that are more accurate and useful.

Techniques such as random forests incorporate features like product characteristics, marketing efforts,
and external economic factors, greatly improving forecasting capabilities [6]. As an ensemble
classifier algorithm, it has the capacity to solve the problems of overfitting and local minima [4]. This
study addresses these limitations by analysing machine learning models explicitly planned for sales
forecasting, such as Random Forest, XGBoost, and neural networks. Despite advancements in sales
forecasting using machine learning models, a notable limitation is inevitable in complex datasets
having high seasonality and varieties. Hence, the need to evaluate the performances of these models
would help to advance the accuracy and dependability of sales forecasts, enhancing decision-making
in financial planning, resource allocation, and inventory management. This study is expected to help

businesses navigate the competitive market landscape.

2 Literature Review

2.1 Sales Forecasting
Sales forecasting, according to [7], is important for managing workforce, cash flow, and resource

allocation in companies. Also, [8] added that it enables businesses to effectively plan their inventory,
production, and marketing strategies. Accurate sales forecasting will enable strategic planning and
fostering market growth and revenue generation [7]; [8] supported that it will allow businesses to

optimize their operations, reduce waste,
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and increase profits. The authors explored the optimal approach for highly precise sales forecasting,
with a focus on its importance in operational, marketing, sales, production, and finance for businesses
seeking investment capital.

Retail sector has experienced a notable increase in sales since the emergence of e-commerce sites like
Jumia, according to [9]. However, [10] argued that traditional sales forecasting methods like linear
regression struggle with the intricacy of sales figures, including varieties and seasonality, despite their

successes. Hence the need to explore optimized techniques to forecast sales to improve productivity.

2.2 Machine Learning Algorithms
[11] defined machine learning as the different algorithms by which computer systems provide accurate

answers to complex questions by observing patterns and insights in datasets, and this can be done
without the use of explicit programming [12]. Machine learning is utilised in prediction systems to
discovery the forms and other similarities in nearby data points that are connected by substantial
weight edges that are similar [13]. According to [1], some machine learning algorithms include Linear
Regression, Neural Networks, XGBoost, Support Vector Machines (SVM),) Decision Trees, Random
Forest, AutoRegressive Integrated Moving Average (ARIMA), Gradient Boosting Machines (GBM),
and Long Short-Term Memory Networks (LSTM) to mention a few.

2.2.1 Types of Machine learning Algorithms
According to [14], the differences between machine learning and traditional programming are shown

in Tablelas follows:

Table 1: Difference between Machine Learning and Traditional Programming
Machine Learning Traditional Programming Artificial Intelligence

It is a subset of artificial
intelligence (Al) that focuses
on learning from data in order
to create an algorithm capable
of making predictions.

Developers write rule-based
code in traditional
programming based on the
problem statements.

Artificial intelligence is the
process of making a machine
as capable as possible so that
it can accomplish jobs that
would  normally  require
human intelligence.

It takes a data-driven method,
often training on historical
data before making
predictions on fresh data.

Conventional programming is
usually dependent on rule and
deterministic. It lacks self-
learning capabilities such as
Al and ML.

Al can use a variety oOf
techniques  that include
Machine Learning, classic
rule-based programming, and
Deep Learning

ML can automatically detect
forms and insights in vast
datasets that may be missed
by humans.

It depends on the inventors’
intelligence. As a result, its
capabilities are extremely,
limited.

Al sometimes employs a
amalgamates  predetermined
rules and data that provides a
significant ~ advantage in
accomplishing complex tasks
with  high  precision that
people believe are impossible.
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ML is a subset of Al. It isBasic programming iISAIl is a vast field with many
now employed in a variety ofcommonly used to createuses, including natural
Al-based jobs, includingjsoftware with specializedlanguage processing,
chatbot question answering,functions. computer vision, and robots.
self-driving cars, and so on.

There are many benefits to incorporating machine learning models into sales forecasting. Through
their ability to recognize intricate, nonlinear patterns and relationships in data, machine learning
models increase prediction accuracy. Conversely, to implement ML models, advanced computational
resources and knowledge are necessary understand these models due to their intricacies. Also, the used
of huge datasets may cause privacy and security issues [6].

2.3 Sales Forecasting using Machine Learning Model

Many studies have proven that machine learning approaches are efficient in sales forecasting in a
range of businesses. By leveraging machine learning (ML) according to [15], there has been the
implementation of composite models for sales forecasting that have tremendously increased prediction
accuracy and reliability. These machine learning models can scan massive, complex datasets, find
complex patterns, and produce incredibly accurate predictions. These models employ different
features, such as external economic data, marketing activities, and product qualities to produce more
accurate predictions.

Categorically, [16] showed how retail sales forecasting was done using LightGBM that showed a
better outcome than conventional techniques in terms of accuracy and computing economy. Also, [2]
employed Recurrent Neural Networks (RNNs) in sales prediction that proved their capacity to handle
sequential data and identify long-term relationships. Consequently, a study by [17], showed that ML
systems could perform better than conventional methods in processing multidimensional sales data. In
addition, Long Short-Term Memory (LSTM) in particular and RNNs are models that have
demonstrated greater performance in identifying temporal relationships in sequential data, making
them compatible for time series forecasting task [18]. Importantly, ML approaches have been used to
transform sales forecasting; offering sophisticated tools capable of analyzing complicated datasets,
spotting minute trends, and producing incredibly precise predictions.

Many attributes, such as external economic data, marketing activities, and product qualities, have
brought about more accurate and useful forecasts using ML [6]. For example, gradient boosting
techniques such as LightGBM have been used to capture nonlinear interactions among features and
handle huge datasets efficiently, improving forecast accuracy [16]. Furthermore, these hybrid models
have shown increasing forecast precision by fusing classic time series techniques to capture temporal
dependencies needed to manage complicated, high-dimensional data [2]. Their ability to endlessly
update their models based on fresh data, ML have what it takes to adjust to shifting market conditions
[6]. For example, ensemble approaches, such as gradient boosting, bagging, and stacking, have the
potential to yield more accurate predictions [17]. Furthermore, the authors argued that continued
development of advance models for tasks including sales forecasting will birth more advanced
prediction models needed to make data-driven decisions.

By taking it a step further, deep learning models, that outperform conventional techniques in
forecasting sales trends over extended time horizons, are better able to adjust to shifting customer
behaviour patterns and market conditions. For instance, integrating recurrent neural networks and
exponential smoothing has shown better outcome in raising forecasting accuracy [18]. Additionally,
[15] conducted a study that showed that ensemble learning approaches, like gradient boosting and
stacking, that integrate the powers of different algorithms that are used in a variety of forecasting
settings, indicating their potential to increase sales prediction accuracy that are more reliable. Also, a
study by [19] showed an effective use of ML models to enhance the predictive capabilities that are
necessary to recognize distinct trends within the data through clustering algorithm. However, the study
indicated that the exactness of the predictions deeply depended on the worth and comprehensiveness
of the input data as errors or omitted values can pointedly affect outcomes.

A study by [20] suggested that ensemble learning approaches, such as decision trees and random forest
algorithms outperform other individual algorithms, with marginal superiority in their performances. A
study by [9] found that improved models, particularly the gradient boosting machine, outperformed the
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baseline linear regression model in predicting sales on Jumia, achieving the low Mean Absolute Error
and Mean Squared Error, demonstrating superior prediction accuracy. However, [19] argued that the
intricacy of the ML algorithm may require substantial resources and expertise, posing a challenge for
smaller businesses with limited resources.

Based on the foregoing, it is necessary to say that the black-box nature of certain sophisticated
algorithms may complicate the interpretation and communication of results to non-technical
stakeholders.

3  Methodology

This study discusses the existing machine learning models for sales forecasting. The conceptual model
was designed using various algorithms, including traditional methods like Linear Regression and more
complex techniques like Decision Trees, Random Forests (a homogeneous ensemble learning
algorithm), Gradient Boosting Machines, and Neural Networks. In essence, the accuracy and
timeliness of these five classification algorithms' processing of huge datasets, as well as their capacity
to handle widely distributed data points within a dataset, were used to compare their performances.
The process includes three stages: the preparation stage, the model selection and training stage, and the
validation and evaluation stage. Figure 1 presents the conceptual diagram of the proposed model. It
outlines the sequential steps involved, starting from data assemblage, cleaning and normalization,

model training, validation, and deployment for sales forecasting.

OATA MREFROCESSSING

VALIDATION/TESTING

| PREDUCTION [

Figure 1: Conceptual Diagram of the Model

3.1 Design of the Machine Learning Model for Sales Forecasting
The models used for sales forecasting in this study consolidated a dataset with different dimensions to

make accurate forecasts for informed decisions on sales forecasting. This design prioritizes scalability,
reliability, and actionable insights for enhanced sales performance. The evaluation of these algorithms
is necessary to ensure reliability, while a feedback loop enables iterative improvement. Figure 2
highlights the logic flow of the model from the input stage through the processing stage to the output

stage.
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Figure 2: Logic Flow Diagram

3.2  Data Collection and Preprocessing

This study employed the Store Sales Forecasting obtained from Kaggle [21], and contains the records
of past sales transactions of businesses operating in the retail furniture sector. This dataset includes
information such as order date, sales amount, quantity sold, discounts applied, customer details, and

product information.

3.3 Cleaning and Preprocessing
For data cleaning and pre-processing, the missing values in the attributes of the dataset, such as Sales,

Quantity, Discount, and Profit were imputed using the mean value of the data points. This was done to
ensure that the missing values were replaced with representative values, preserving the overall
distribution and statistical properties of the data. Also, for the missing features in categorical features
that cannot be imputed using mean or median, such as Customer Information and Product Details,
often contain missing values that cannot be imputed using mean or median values, replacing the
omitted values with the most recurrent category within each feature. By so doing, we maintained the
categorical structure of the data while filling in missing entries with plausible values. Thereafter,
duplicate records were systematically removed from the dataset, retaining only unique instances of

each transaction or event.

3.4 Feature Engineering
In machine learning, the necessary features needed for training the model is selected automatically.

Basically, categorical encoding, one-hot encoding, to be precise, was used for the nominal

categorization of the dataset order was not important.

3.5  Model Development and Evaluation

Each of the models was trained on the pre-processed dataset with an 80-20 train-test split to allow for a
better training process of the model using sufficient data points. Randomized search was used for the
hyper parameter tuning to enhance model performance. Figure 3 shows the training process of the
developed model based on the 80-20 train-test split.
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© import pandas as pd

from sklearn.model_selection import train_test_split

¥ L,‘.fﬁu'»l!‘zc 3f' 1s your DatafFrame and Sales is the X’,ﬂ‘g.r’,‘( variable
X = df.drop('Sales”, axis=1)

y = df['Sales’]

X_train, X_test, y _train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)

t("X train shape:", X train,shape)
print("X_test shape:”, X_test.shape)

("y_train shape:", y_train.shape)

("y_test shape:”™, y_test.shape)

(3]

train shape: (1695, 447)
X_test shape: (424, 447)
y_train shape: (1695,)
y_test shape: (424,)

Figure 3: Training of the Model

3.6 Model Evaluation

The evaluation of the models through the following performance metrics:

1. Mean Absolute Error (MAE): Measures the average absolute difference between actual and
predicted sales values.

2. Mean Squared Error (MSE): Measures the average squared difference between actual and
predicted sales values.

3. Root Mean Squared Error (RMSE): The square root of the MSE, providing a measure of the

model's prediction error.

4 Results and Discussions of Findings

The discoveries from the study provided understanding of the strengths and weaknesses of the
different models used, highlighting their common challenges, and the best practices for developing
accurate sales forecasting models. The machine learning models demonstrated superior performance
when compared with each other. The outcome of the models used were evaluated through Mean
Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), Root Mean Squared Error (RMSE),
and R-squared. The evaluation highlights the best-performing model based on these metrics. With the
use of MAPE and RMSE for instance, Random Forest, had the smallest error rate (38.61 and 234.74
respectively) with Neural Network being the highest for RMSE and Linear Regression being the
highest for MAPE respectively. Also, with MAE, XGBoost had the smallest error rate (110.02),
indicating their superior ability to predict sales accurately while Decision tree had the highest rate
(153.86). The outcome provided tremendous progresses in forecasting sales. Table 1 below contains
the evaluation of each metric used and Table 2 contains the summary of the results of each of the

models based on the observed evaluation scores.

Table 2: Evaluation Metrics of the Models
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T Model 'MAE RMSE MAPE

Linear Regression | 136.07 303.85 302.66
‘Decision Tree 153.86 343.75 48.50
Random Forest 110.10 234,74 38.61
XGBoost 110.02 1260.63 53.72
Neural Network 321.62 577.06 89.59

Table 3: Performance Summary

Model Performance Analvsis
Linear Regression Linear Regression exhibited the highest

errors, indicating it is not suitable for this
sales forecasting task.

Decision Tree Improved accuracy over Linear Regression,
but significant room for improvement
remains.

Random Forest Best overall performance with the lowest

errors, effectivelv capturing the complexities
in sales data.

XGBoost Competitive performance, shightly higher
RMSE and MAPE than Random Forest, but
still effective.

Neural Networks Higher errors compared to Decision Tree,
Random Forest, and XGBoost, indicating a
need for further tuning.

The performance analysis reveals that the Random Forest model outperforms other models in this
study, achieving the highest accuracy and lowest error rates. XGBoost follows closely, confirming the
effectiveness of ensemble methods in capturing complex sales data patterns and improving forecasting
reliability. Random Forest generally outperforms other models across all metrics, showing the smallest
errors in both absolute terms and percentage terms. This suggests it is the utmost robust and reliable
model to predict sales. Also, choosing a model should depend on the trade-off between complexity and
performance. For instance, Neural Networks might be more complex and resource-intensive without
providing better results compared to simpler models like Random Forest. While MAE gave a
straightforward view of average error size, RMSE penalized larger errors more heavily, and MAPE
provided a percentage-based error metric. Figure 4 show the use of a chart to represent the comparison

of the models.
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- Comparison of Metrics for Different Models
600

N MAE
- AMSE
| TN MAPE

Models

Figure 4: Graphical Representation of Model Comparison

5 Conclusion

This study shows the relevance of advanced ML techniques in predictive analytics as it outperforms
traditional methods in sales forecasting. The study boasts of the performance of Random Forests and
XGBoost in identifying the hidden complex patterns in sales data. This discovery can improve
decision making in businesses with respect to marketing strategies and inventory management,
improving operational efficiency and productivity. Importantly, a hybrid model that integrates Random
Forest and XGBoost could improve competitive edge.

These results show that ML can identify sales patterns and offer valuable direction for decision

making.

However, the study acknowledges limitations like the availability and worth of data, and also,
advanced resources having the potential for overfitting in complex models. Further works could
explore the use of more advanced techniques like ensemble learning and deep learning, and their

application to other domains of forecasting.
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